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Safety and Security 
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Unintentional /non-malicious threats 
by natural disasters, technical failures, and 
human errors 

Intentional/malicious threats 
caused by intentional human behaviors 

Safety  

Community  

Security  

Community  

 ÅSafety and Security  

ïRepresented by separated communities in both industry 
and academia 

ïIssues have been considered separately during the system 
design 



Safety and Security Co-Engineering 

Å Information technologies and communication devices are 
increasingly being integrated into modern control systems  
ïEasily discovered once connected to the Internet 

ïVulnerable to cyber attack, causing physical impacts 

ÅSecurity vulnerabilities exploited to compromise the safety 
critical systems, leading to financial losses and in some cases, 
human injures or death 

ÅUsually, it is a matter of time before security flaws are 
discovered and exploited even in well engineered critical 
systems 
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Example: Automated Metro Train 
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2016 
Singapore  

Circle Line 
Metro 

Intermittent 
emergency 

brake 

Several 
different trains 

Over the course of more than 

1 week  

(From 26th Aug to 02nd Sep) 

An incident with Singapore MRT  



Example: Automated Metro Train 

ÅAn intermittent failure of the signalling 
hardware on a single train 
ïThe cause for the loss of signalling communications of 

other trains on Circle Metro Line  

ïThe safety feature, emergency brake, being automatically 
activated 
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Example: Automated Metro Train 

11/21/2017 6 

Could such an event be replicated 
maliciously? 

 

Exploit Safety Features (e.g., Emergency 
Braking) to cause large-scale service 
disruptions 

 



Safety and Security Co-Engineering 

ÅTherefore, it is becoming increasingly important 
to address the combination of safety and security 
in modern control systems. 

ÅA transformation among safety and security 
communities to work together especially in risk 
assessment 

ÅA growing body of work relating to safety and 
security co-analysis methods 
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Safety and Security Co-Engineering 
Method (SAHARA) 
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HARA  

ISO 26262 
STRIDE SAHARA  

ISO 26262- Hazard Analysis 

and Risk Assessment 

(HARA) 

ü Used in a conventional 

manner to classify the 

safety hazards according 

to the Automotive Safety 

Integrity Level (ASIL) 

STRIDE method  

ü Used to model the 

attack vectors of 

the system 

Security Aware Hazard 

Analysis and Risk 

Assessment (SAHARA) 

ü Security threats that may 

violate the safety goals 

are considered for the 

further safety analysis 



Safety and Security Co-Engineering 
Method (FMVEA) 
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FMEA 

IEC 60812 
STRIDE FMVEA  

Integration through the combination of a conventional safety risk 

assessment method and a variation  of the conventional safety 

risk assessment method (incorporating threat information based 

on the STRIDE model) for security risk assessment 



Safety and Security Co-Engineering 
Method (FACT Graph) 
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Fault Tree  
Attack 
Tree  

FACT 
Graph  

Integration through the combination of a conventional 

safety risk assessment method and a conventional 

security risk assessment method 



Analysis Methods for co-engineering  

ÅTraditional component-centric methods 
ïDesign-stage risk assessment 

ïE.g., fault/attack tree, failure mode and effect analysis 
(FMEA/FMVEA) 

ïChallenging to deal with complex interactions among 
safety critical systems 

ÅSystem-Theoretic Process Analysis for Security 
approach (STPA-Sec) 
ïEmphasis on control loop, emergent system behavior 

ïLimitations: not provide guidance on how to address the 
identified scenarios 
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Our Approach Overview 

ÅA new hybrid method, Systems-Theoretic 
Likelihood and Severity Analysis (STLSA) 
ïTop-down view of functional control structure of a 

system 
ïThreat and failure scenarios with a semi-quantitative 

risk rating system 

ÅContributions 
ïLeverage advantages of STPA-Sec (System-centric 

method) and FMVEA (Component-centric method) 
ïA case study applying our proposed method, STLSA on 

a realistic train braking system  
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Original Methods ς STPA-Sec 

ÅSTPA-Sec  
ïExtension of the System-Theoretic Process Analysis 

(STPA) from safety community 

ïDerived from the System-Theoretic Accident Modeling 
Process (STAMP) 

ïMotivation 
ÅConsidering the impact of cyber security on system safety 

from a άǎǘǊŀǘŜƎƛŎέ rather than a άǘŀŎǘƛŎŀƭέ perspective 
ïTaking a top-down analysis approach focusing on the 

functionality provided by a system, and its functional control 
structure 

ïRather than focusing on threats and attacker properties such as 
intent and capability 
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Original Methods ς STPA-Sec 
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ÅDelivery 
ïA list of control actions in the system that may be 

unsafe/insecure 

ïHow those control actions may lead to unacceptable 
losses in one or more causal scenarios 

ÅGap 
ï Not evaluate the relative likelihood or severity of 

impact for those causal scenarios 

ïNot fully aligned with current safety/security 
standards 

 

 

 

 



Original Methods ς FMVEA 

ÅFMVEA 
ïExtension of the widely-used FMEA (Failure Mode and 

Effect Analysis)  
ïSecurity related information, i.e., vulnerabilities, threat 

modes, and threat effects 

ÅFMVEA Process 
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Original Methods ς FMVEA 

ÅComponent-centric analysis method 
ïBased on component failure 

ÅChallenges 
ïScalabilitȅΥ CƻǊ ƭŀǊƎŜ ǎȅǎǘŜƳǎΣ ƛǘΩǎ ƴƻǘ 

sufficient to consider lower level 
failures and threats (especially those 
with complex interactions or emergent 
behaviour) 
ïaǳƭǘƛǇƭŜ ŦŀƛƭǳǊŜǎΥ LǘΩǎ far more plausible 

in a deliberate attack 
ïSystem effect is not made explicit 
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STLSA Combination 

ÅCombine desirable characteristics 

ïComponent-centric approach 

ïSystem-centric approach 

ÅSystems-Theoretic Likelihood and Severity 
Analysis (STLSA) 
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A Hybrid Method of STLSA 
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The high level (functional) 

control models as well as the 

guide words and phrases 

An familiar rating process for 

evaluating the risk of causal 

scenarios 
 

Å Product of a scenario's severity and 

the likelihood of occurrence 

Å Rating scales from existing railway 

standards 

Å Other industries (e.g., aviation) may 

have alternate rating systems that are 

already familiar to practitioners, and 

that could be applied within STLSA 



STLSA Process 
ÅStart with an STPA-Sec analysis 
ÅWith a number of ways in which several aspects are 

enhanced to better address complex interactions.  
ÅMore details are shown in the context of our case 

study 
ïFunctional control structure   
ÅSystem 
ÅEnvironment 

ïMultiple instances of actors & 
    components in the system. 
ïExtended guide word analysis for  
     intentional scenarios  
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Case Study- Control Model 
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Multiple instances of 

actors & components in 

the system 

Explicitly indicates which 

aspects of the functional 

control structure are in the 

system/in the environment. 

 

Connections between the 

two are indicated with 

dashed edges. 



STLSA-Rating System 
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Interface 

Å Failure mode in FMVEA 

Å A causal scenario for an 

unsafe/insecure control action 

 

Å A failure mode has an effect 

Å An effect has a severity 

associated with it 

Å Effect : from the functional 

control structure 

Severity:  assigned a rating 

Å Railway safety standard EN 

50126-1 

Å 4 levels: 1(Insignificant) to 4 

(Catastrophic) 


